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Abstract

In-depth evaluation of an analytical method to detect and quantify long chain fatty acids (C8–C16) at trace level concentrations
(25–1000�g/l) is presented. The method requires derivatization of the acids with methanolic boron trifluoride, separation, and detection by
gas chromatography–mass spectrometry. The calibration experiments passed all the tested performance criteria such as linearity, homoscedas-
ticity, and ruggedness. The detection limits and related quantities were computed by applying the method detection limit, and the calibration
l al theory of
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ine approximation. The values obtained by applying the latter approach were more reliable and consistent with the actual statistic
etection decisions and yielded the following concentrations: C8, 87.6�g/l; C10, 45.2�g/l; C11, 39.9�g/l; C12, 37.7�g/l; C14, 41.4�g/l and
16, 40.6�g/l. Two different gas–liquid chromatographic columns were tested and similar results achieved, which shows the rugg

he method.
2005 Elsevier B.V. All rights reserved.
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. Introduction

Among the different kinds of lipidic biomolecules, the
ost abundant compounds are fats and oils. Fats are the
ain constituent of the storage fat cells in animals and plants
nd, chemically, are triacylglycerols, i.e., carboxylic esters
erived from the single alcohol, glycerol. Each fat consists
f glycerides derived from diverse carboxylic acids with
8–C18, being the most abundant long chain fatty acids.
he diverse chemical composition of fats initiated their use
s raw materials for many and distinct industrial products
uch as foods, detergents, surfactants, or drying oils[1].
herefore, there are important economic activities surround-

ng these compounds, which require transportation, stor-
ge, treatment of wastes, etc. For this reason, in a 1997
ederal Register announcement[2], the U.S. Environmen-

al Protection Agency (EPA) issued an opinion that non-

∗ Corresponding author. Tel.: +1 513 556 3637; fax: +1 513 556 2599.
E-mail address: campomp@email.uc.edu (P. Campo).

petroleum oils (i.e., vegetable oils and animal fats) sh
not be exempted from regulations that govern the cle
of oil spills. EPA’s Office of Research and Developm
(ORD) is responsible for conducting research that addr
the issue of non-petroleum oils and to obtain scientific
sound information on the fate and effects of such oils in
environment, with special attention paid to the biodeg
ability and toxicity of vegetable oil before, during, and a
exposure to degrading microbial populations in the aqu
phase.

The principal components of vegetable oils are trig
erides, and their main intermediates during the biolog
activity are long chain fatty acids[3,4]. Several method
have been proposed for analyzing these organics in
water and sewage sources[5–9]. These procedures invol
either liquid–liquid extraction (LLE) or solid phase extr
tion (SPE), derivatization of the fatty acids, and gas c
matographic separation and detection. Such investiga
involve time-consuming procedures, lack a meticulous
tistical study of the chemical measurement process (C
039-9140/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2005.06.031
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[10], and do not report cumulative blank contributions of
palmitic or stearic acid. Hence there is a need for a procedure
to analyze fatty acids in water. When dealing with new meth-
ods, the first action consists of determining the physical and
chemical properties of the target compound, its matrix, and
the estimated concentration in which the former is present
in the latter. Then the analytical procedure can be designed
in order to establish a CMP. In the core of this process, two
main issues are essential: precision and accuracy. For this
reason, the quantitative potential of the method has to be
corroborated by means of an entire evaluation of its effi-
ciency and validation. This step requires the definition of a
set of performance criteria. The primary criteria are precision,
bias, accuracy, and the detection limit. The secondary criteria
are linearity, range, quantification limit, selectivity, sensitiv-
ity, and ruggedness ([11], Chapter 13). Not all the perfor-
mance characteristics are determined in preliminary studies.
At this point, the indispensable criteria are precision, which
is given by repeatability, linearity, and linear range, estimated
from the regression analysis of the calibration curve, and
the lowest limits of the method, obtained from blank mea-
surements, low concentration samples or calibration curves
[12].

The objective of this work is to carry out a detailed eval-
uation of a CMP for quantifying long chain fatty acids in
water (C –C ). Due to the low solubility of these com-
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2.2. Standard solutions and derivatization

Two sets of stock solutions were prepared using methanol
as solvent: (a) the target compounds (20 and 5 mg/l), and (b)
the internal standard (IS, 100 mg/l). Six standard solutions
(1000, 400, 200, 100, 50, and 25�g/l) containing the target
compounds were prepared to perform the calibration of the
GC/MS. The IS was added at a concentration of 500�g/l
in all of the calibration standards. The solutions were pre-
pared in 2 ml Pyrex® flasks with caps (Corning, NY, USA),
by spiking the desired concentration of stock solution in 2 ml
of methylene chloride. These samples were evaporated to
dryness under a gentle stream of nitrogen. After the evapora-
tion step, 0.5 ml of BF3 methanolic solution was added and
the flask was then heated at 55◦C for 30 min. After cooling,
1 ml of hexane was added and the reaction flask was then
shaken for 30 s in a Vortex mixer. The organic extract was
transferred to an autosampler vial and analyzed. Derivatiza-
tion blanks were prepared in the same way but the internal
standard was the only spiked compound.

2.3. Chromatographic equipment and experimental
conditions

GC/MS analyses were performed with an Agilent (Palo
Alto, CA, USA) 6890 Series GC system equipped with a
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ounds in aqueous matrices[13], a calibration procedure
esigned in the parts-per-billion concentration range (�
his protocol consists of derivatization of the fatty acid
btain the corresponding fatty acid methyl esters (FAM
eparation by gas chromatography, and detection by
pectrometry (GC/MS). The derivatization step is requ
ue to the presence of carboxylic groups, which lack
uitable gas chromatography behavior. The procedure
orms the acids into methyl esters that possess both
olarity and vapor pressure, improving their separation
uantification by GC[14,15]. The results of the quantific

ion and detection limits will be very useful to predict a
ptimize an SPE procedure for the analysis of large vol
nvironmental samples[16].

. Experimental

.1. Chemicals

The target compounds caprylic (C8), capric (C10), unde-
anoic acid (C11), lauric (C12), myristic (C14), and palmitic
C16) acids, and the internal standard, tridecanoic acid (C13),
ere purchased from Sigma (St. Louis, MO, USA).

he fatty acids were analytical reagent grade with m
um 99% purity. The boron trifluoride (BF3) methanol solu

ion was acquired from Aldrich (Milwaukee, WI, USA
ethanol, methylene chloride, and hexane were obta
s Optima grade from Fisher Scientific (Pittsburg,
SA).
683 Series injector and a 5973 Network Mass Sele
etector. One microliter of the extract was injected in pu
n-column mode in a single taper direct connect liner, 4

.d., obtained from Agilent (Palo Alto, CA, USA). The lin
ollowing an in-house procedure, was deactivated and pa
ith 5 mg of glass wool before every run. The inlet temp

ure was 310◦C. The carrier gas was ultra high purity heliu
Two different chromatography columns were tested.

rst column was a 30 m HP-5MS (J&W, Palo Alto, CA, US
cross-linked 5% Phenyl Methyl Siloxane; 0.250 mm
.25�m film thickness). The GC oven temperature was m

ained at 50◦C for the first minute, then ramped to 300◦C at
0◦C/min and kept at 300◦C for 15 min. The flow rate o
elium flow was 1 ml/min. The second column was a
380 (Supleco, Bellefonte, PA, USA) (30 m, 0.25 mm
.20�m film thickness). For this column, the GC oven te
erature was maintained at 50◦C for the first minute, then fir
amped to 170◦C at 5◦C/min and then to 250 at 20◦C/min.
t was kept at 250◦C for 15 min. The flow rate of helium flo
as 0.9 ml/min.
Detection and data acquisition was performed in sele

on monitoring mode (SIM) under a dynamic mass c
ration. Under this mode the mass spectrometer is ab
etermine a SIM ion value to within 0.1 amu. The ta
olecular ions for the compounds (C8–C16) were selecte

o be (m/z)M+ [M − 43]+, 87, and 74. The mass spectrom
er parameters were: interface temperature 300◦C, ion source
30◦C, and quadrupole 150◦C. The ionization energy wa
0 eV. The software used for the control of the GC/MS an
ata acquisition was Environmental ChemStation G170
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by Agilent Technologies (Palo Alto, CA, USA). The statis-
tical treatment of the data was done with Microsoft® Excel
2002.

3. Results and discussion

3.1. Calibration procedure

Each fatty acid was quantified using a six-point calibra-
tion of mixed standard solutions covering a concentration
range from 25 to 1000�g/l as described above. The internal
standard method was used in the quantitation. A linear regres-
sion model of the response ratio, RR (standard response/IS
response) against concentration ratio, CR (standard concen-
tration/IS concentration) with intercept was chosen. The data
were fitted using an unweighted least square curve. Three
assumptions were made, i.e., measurement errors followed
a Gaussian distribution, variances were independent of the
concentration (condition of homoscedasticity) and the detec-
tion of a multicomponent sample was approached by treating
each compound as a pseudo one-component problem. Each
calibration event was performed by injection, in a randomized
arrangement, of duplicates for each concentration level. Two
derivatization blanks were also analyzed. In this way, instru-
ment drifts taking place during the calibration run would
n
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Fig. 1. Total ion chromatogram for 400�g/l FAME standard. Internal stan-
dard (C13) 500�g/l.

criterion,C, was lower than the critical value 0.768 (Ccritical
value (3,4) = 0.768 at 5% level of significance). The normality
and homoscedasticity of data ratios for an internal standard
least squares calibration can be ensured by means of the inter-
nal standard R.S.D.[19]. In the calibration events, the R.S.D.
for the internal standard response was below 5% (data not
shown). Such a low R.S.D. value guarantees the assumptions
of normality and homoscedasticity.

The response ratios of the standard samples in the
Cochran’s test were used to check the repeatability of the
method. The R.S.D. for the 25 and 1000�g/l levels are
included inTable 2, indicating an acceptable repeatability
of the method.

Finally, the data from the four calibration events were fitted
to thezero intercept model by testing the hypothesis that the
intercept does not differ from zero[20]. All the calibration
curves passed the test except C16 (seeTable 3). This fact
agrees with the values of the intercept (seeTable 1) obtained
for this analyte, which are always positive and larger than the
results for the rest of the methyl esters. It is speculated that
this behavior could be due to background contamination of
palmitic acid. This will be explained latter.
ot affect the pure error variance[17]. When dealing with
n-column or splitless injection modes ([18], Chapter D
atrix effects may affect the quantitative results. For

eason, a matrix enhancement technique was used fo
ration at these low levels. A real sample, an extract f
ediments without fatty acids, was injected at the begin
f the sequence and in between each standard. The
ounds in the extract passivate the liner, and the adsor
f the FAMEs on its surface is minimized. As an ad
enefit, carry-over contamination was avoided. A total
hromatogram for a 400�g/l standard is shown inFig. 1.

Two calibration events were carried out with each
he capillary columns described previously. The param
btained are presented inTable 1. The data show that t
ssumption of linearity is valid in the concentration ra
tudied, since theF0.05;4,6values for the lack-of-fit tests a
elow 4.757. The slopes for C8 and C10 were lower than th
nes obtained for the rest of the esters, which means th
ensitivity of the MS decreases for these compounds. Th
e further explained by the mass discretion effect obtain

he chromatograms for the shorter FAMEs. This phenom
ccurred because losses through the septum purge are

or the volatile components while the ones with high-boi
oints are partly retained on surfaces in the liner and
ool and diffuse less rapidly ([18], Chapter D2).
A Cochran’s test ([11], Chapter 6) was performed to en

he homoscedasticity of the results. Four replicates o
ighest and the lowest calibration points were injected t

imes. The results are shown inTable 2. It follows that th
ata are considered to be homoscedastic since the Co
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Table 1
Statistical parameters of response ratio against concentration ratio

FAME aa sa
b bc sb

d re syx
f Fg

C8 0.0074 0.0082 0.4200 0.0091 0.995 0.0214 0.61
−0.0073 0.0055 0.4518 0.0061 0.998 0.0143 0.19
−0.0068 0.0069 0.5537 0.0077 0.998 0.0181 1.56
−0.0300 0.0115 0.4584 0.0128 0.992 0.0300 4.18

C10 −0.0006 0.0021 0.3112 0.0023 0.999 0.0054 1.05
−0.0064 0.0032 0.3234 0.0036 0.999 0.0084 0.38
−0.0018 0.0022 0.3876 0.0024 1.000 0.0056 1.19

0.0054 0.0036 0.3371 0.0040 0.999 0.0094 3.62

C11 −0.0009 0.0042 0.7385 0.0047 1.000 0.0110 2.01
−0.0113 0.0073 0.7541 0.0082 0.999 0.0192 0.62
−0.0027 0.0028 0.8877 0.0031 1.000 0.0073 1.04
−0.0007 0.0064 0.8201 0.0071 0.999 0.0167 0.06

C12 0.0019 0.0029 0.7583 0.0033 1.000 0.0077 0.96
−0.0047 0.0072 0.7644 0.0080 0.999 0.0187 0.66

0.0024 0.0047 0.8947 0.0052 1.000 0.0121 0.93
−0.0009 0.0074 0.8663 0.0082 0.999 0.0192 0.33

C14 0.0029 0.0031 0.7702 0.0034 1.000 0.0080 0.72
−0.0029 0.0066 0.7557 0.0073 0.999 0.0171 0.26

0.0174 0.0052 0.9060 0.0058 1.000 0.0137 0.49
0.0087 0.0106 0.9333 0.0118 0.998 0.0277 2.66

C16 0.0239 0.0048 0.7348 0.0053 0.999 0.0124 0.47
0.0146 0.0062 0.7023 0.0069 0.999 0.0162 0.24
0.0360 0.0056 0.8662 0.0062 0.999 0.0145 1.45
0.0209 0.0087 0.9160 0.0097 0.999 0.0228 4.29

For each FAME, the two first lines correspond to HP-5 column and the last
two to SP column.

a a, intercept.
b sa, intercept standard deviation.
c b, slope.
d sb, slope standard deviation.
e r, correlation coefficient.
f syx, regression standard deviation.
g F-ratio for lack-of-fit test. Significant levelF0.05;4,6= 4.757[11].

3.2. Detection and quantification limits

The detection limit is defined as that concentration which
gives an instrument signal significantly different from the
blank signal ([21], Chapter 5). The ambiguity of the words
“significantly different” has led to several interpretations
and definitions. In 1995, IUPAC[10] gave recommendations
regarding detection and quantification capabilities of ana-

Table 2
Cochran’s test results for 25 and 1000�g/l and repeatability of the method
at these levels

FAME C 25�g/la R.S.D. 25 C 1000�g/la R.S.D. 1000

C8 0.369 6.4 0.608 4.4
C10 0.602 5.1 0.474 2.0
C11 0.737 4.8 0.558 1.7
C12 0.768 7.4 0.293 1.7
C14 0.477 10.6 0.639 2.1
C16 0.447 17.2 0.666 2.4

a Cochran’sC; C critical value (3,4) = 0.768 at 5% level of significance
[11].

Table 3
Statistical parameters of response ratio against concentration ratio for the
zero intercept model

FAME ba sb
b rc syx

d Fe

C8 0.4254 0.0068 0.995 0.0212 0.81
0.4464 0.0047 0.998 0.0148 1.78
0.5488 0.0058 0.998 0.0180 0.96
0.4365 0.0119 0.997 0.0371 4.83

C10 0.3108 0.0017 0.999 0.0052 0.08
0.3139 0.0030 0.998 0.0095 3.94
0.3862 0.0018 1.000 0.0056 0.00
0.3411 0.0032 0.998 0.0099 2.23

C11 0.7378 0.0034 1.000 0.0105 0.05
0.7536 0.0053 0.999 0.0165 0.19
0.8857 0.0023 1.000 0.0073 0.96
0.8195 0.0051 0.999 0.0159 0.01

C12 0.7597 0.0024 1.000 0.0075 0.40
0.7609 0.0059 0.999 0.0182 0.43
0.8965 0.0038 1.000 0.0117 0.27
0.8657 0.0059 0.999 0.0183 0.01

C14 0.7724 0.0026 1.000 0.0080 0.89
0.7536 0.0053 0.999 0.0165 0.19
0.9187 0.0061 0.999 0.0189 1.09
0.9397 0.0088 0.998 0.0273 0.68

C16 0.7523 0.0071 0.998 0.0212 25.28
0.7130 0.0062 0.998 0.0193 5.51
0.8926 0.0101 0.997 0.0315 41.83
0.9313 0.0088 0.998 0.0273 5.75

For each FAME, the two first lines correspond to HP-5 column and the last
two to SP column.

a b, slope.
b sb, slope standard deviation.
c r, correlation coefficient.
d syx, regression standard deviation.
e F-ratio for zero intercept model. Significant levelF0.05;1,10= 4.965[20].

lytical methods. That document included the definitions of
critical value,LC, detection limit,LD, and quantification limit,
LQ (and their equivalents in the concentration domain:xC, xD,
andxQ, respectively) derived from the theory of hypothesis
testing and the probability of false positives and false neg-
atives. This requires a good estimate of the mean and the
standard deviation of the blank. However, it is well known
that for analytical methods, which involve the measurement
of a peak on a noise base line (e.g. chromatography), the
computation of uncertainties and detection limits applying
the IUPAC criteria requires a complex and difficult treat-
ment of the signal[22,23]. Three approaches may be applied
to avoid such problems when computing detection limits.
The first is the method detection limit (MDL)[24], the sec-
ond is the determination from linear calibration curves[25],
and the third is the integration of the background noise by
using extrapolated values of the base–peak width at low
concentrations[26]. Finally, Kaus[27] did not recommend
the calculation of the detection limit from blank analysis
results because these data differ from the statistical sam-
ple of the calibration standards and are often not normally
distributed.
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To calculate the MDL, four standard samples, 25�g/l in
concentration, were prepared and then injected three times
per sample. The MDL was obtained by applying Eq.(1)
below:

MDL = t0.01;n−1s (1)

wheret is Student’st value atn − 1 degrees of freedom (n= 4)
andα = 0.01 (one-sided), ands is the standard deviation of
the four replicates. The calculation of the concentration lim-
its from the calibration curves shown above was performed
following the statistical approach developed by Vogelsand
and Ḧadrich[28]. The critical limit (xC) was calculated using
Eqs.(2) and(3):

yC = a + sytf ;α

√
1 + 1

n
+ x̄2∑n

i=1(xi − x̄)2
(2)

xC = (yC − a)

b
= sy

b
tf ;α

√
1 + 1

n
+ x̄2∑n

i=1(xi − x̄)2
(3)

whereyC: upper confidence limit (one-tailed) when the ana-
lyte concentration is zero,a: intercept of the calibration
curve, b: slope of the calibration curve,sy: residual stan-
dard deviation,tf;α = quantile oft distribution single-sided for
f = n − 2 degrees of freedom and probability of 95%, and ¯x =
m tion
p

s
a d
s ap-
t tion
a n
l at a
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Table 4
Analytes detection limits from regression approach and method detection
limit from 25�g/l standards

FAME xC (�g/l) xD (�g/l) xQ (�g/l) MDL (�g/l)

C8 49.4 98.8 147.4 3.1
30.7 61.4 91.8
31.7 63.3 94.6
63.5 126.9 189.2

C10 16.9 33.8 50.6 1.6
25.2 50.4 75.4
21.0 42.1 63.0
27.2 54.3 81.2

C11 14.4 28.8 43.2 3.5
24.7 49.3 73.8
21.0 41.9 62.7
19.8 39.5 59.1

C12 9.8 19.7 29.5 7.3
23.8 47.5 71.1
20.3 40.6 60.8
21.5 43.0 64.4

C14 10.1 20.3 30.4 10.8
23.8 47.5 69.0
20.0 40.1 60.0
28.8 57.6 86.2

C16 16.4 32.8 49.1 26.0
22.4 44.9 67.2
18.2 36.4 54.5
24.0 48.1 64.1

xC: critical limit; xD: detection limit;xQ: quantification limit; MDL: method
detection limit. For each FAME, the two first lines correspond to HP-5 col-
umn and the last two to SP column.

is close to the lowest calibration point (25�g/l) for all the
compounds except for C8, which is higher. This could be
due to a combination of a lower sensitivity and a higher
residual standard deviation. No significant differences were
found when comparing the performance of the two columns
(p > 0.05).

The MDL, by definition, is equivalent to the critical value
established by IUPAC, i.e., thexC obtained by the calibration
approach in this paper. The results are based on the stan-
dard deviation of the mean values of the four standards for
the lowest calibration point. In this case, because the ana-
lytical method achieved a high repeatability (seeTable 2),
the MDLs for all the esters are much lower than the statisti-
cal detection limits but for palmitic acid. Nevertheless, these
values are less reliable than the ones obtained from the cal-
ibration curve (xC, xD, xQ, seeTable 4), because the MDL
procedure does not determine whether the variance is a func-
tion of the analytes’ concentration. Besides, it was found that
several derivatization blanks had a higher concentration for
the C16 methyl ester than the MDL (seeTable 4). In addi-
tion, this value is the highest one among the analytes due to
the random background contamination of this organic, which
affects its standard deviation. Finally, Kirchmer[30] claims
MDL is misleading because the value depends upon instru-
ment sensitivity, the nature of the samples, and the skill of the
analyst. However, AOAC[31], IUPAC [32], and the German
ean value of the concentration ratios for all the calibra
oints.

To compute the detection limit (xD), the value wa
ssumed to be twice as high asxC. This approximation yielde
imilar results to the one proposed by the AOAC ([11], Ch
er 13). Finally, the lower edge of the Gaussian distribu
round the quantification limit (xQ) is xC. The quantificatio

imit was calculated considering the confidence limits
articular concentration ratio for a linear calibration (E
4) and(5)):

Q = ȳ + b(xD − x̄) + sytf ;α

√
1 + 1

n
+ (xD − x̄)2∑n

i=1(xi − x̄)2

(4)

hereyQ: predicted response value for the detection li
¯ = mean value of the response ratio of all calibration po

Q = yQ − a

b
(5)

he results from the four calibration events (two with e
olumn) and the MDL from the repetitive injection of t
5�g/l standards are given inTable 4. It has been foun

hat, when comparing the results based on the regre
pproach (xC, xD, xQ), the values are different. This res

s expected because the limits are calculated depending
he confidence interval of the concentration ratio (from
o 1000�g/l) through inversion of the linear calibration.
ther words,yC andxD are random variables and estima
nly. That is why different results are obtained for each r

zation of the calibration curve[29]. The critical limit, xC
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Normative Institute[33] have recommended the regression
approach. In the present case, the regression approach yielded
the following detection limits for the analytes: C8, 87.6�g/l;
C10, 45.2�g/l; C11, 39.9�g/l; C12, 37.7�g/l; C14, 41.4�g/l
and C16, 40.6�g/l.

Lower detection limit concentrations than the values pre-
sented here have been reported[34]; i.e., C8, 10�g/l; C10,
12�g/l; C12, 10�g/l; C14, 14�g/l and C16, 8�g/l. Neverthe-
less, those results require several observations. The authors
used the third approach described above, which is based on
the integration of the background noise. In this approach the
detection limit was calculated by using an IUPAC definition
from the 1970s, namely, three times the standard deviation of
the blank responses divided by the sensitivity of the analyti-
cal method ([11], Chapter 13), which is not the recommended
one for this organization in 1995[10]. The standard devia-
tion used to compute the detection limit was not obtained
from the blank responses, as required, but estimated from the
calibration curve at zero concentration, which can only be
determined by an approximate formula ([21], Chapter 5) and
strongly depends upon the number of calibration points and
replicates analyzed and not on the blank signal itself. The
calibration curves were run in a high concentration range
from 2.5 to 10 mg/l and with a single injection for each
calibration point. The homoscedasticity was not studied in
spite of the high concentration levels. The chromatographic
p trace
l e
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t lcu-
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Table 5
C16 FAME response factors for different calibration curves

Concentration (�g/l) C16 FAME response factor

1000 0.737 0.758 0.725 0.692
400 0.762 0.750 0.730 0.734
200 0.832 0.786 0.722 0.728
100 0.912 0.862 0.770 0.724
50 0.882 0.916 0.940 0.861
25 1.120 1.338 1.004 0.945

3.4. Ruggedness of the method

The comparison of two capillary columns provided an
idea of how robust the method is. In this case, the station-
ary phases are different, although both are poly(siloxanes).
The HP-5MS has poly(dimethyldiphenylsiloxane) (PMPS-
5) as the liquid phase, while the SP-2380 is coated
with poly(90% biscyanopropyl/10% cyanopropylsiloxane),
a poly(cyanopropylsiloxane) (PCPS). The difference lies in
the nature of the substituted radical in the polymer chain,
which leads to different solvation properties of the stationary
phase. In this case, the selectivity of both columns towards
the FAMEs is distinct because the presence of diphenyl-
siloxanes increases the ability of the stationary phase to take
part in dipole-type interactions. However, the introduction of
cyanoalkyl groups augments the dipole-type interactions as
well as its hydrogen-bond basicity ([40], Chapter 2). In other
words, the HP-5MS column has a stationary phase with lower
polarity than the SP-2380 one, and, therefore, the selectivity
of the chromatographic system is different. As was noted in
earlier sections, no relevant differences have been detected
between both columns; consequently, the ruggedness of the
method is demonstrated.

4. Conclusions

ion
o nge
b was
e ear-
i em
w ll the
r ticity,
a it of
t res-
s rous
f ible
b eters,
l , and
d lim-
i
3

com-
p ses,
w

arameters were not appropriate for studies in the
evel—injection volume was 2�l in splitless mode and th
etection was in SIM, but no dynamic mass calibratio

he MS was performed. Finally, the detection limit, as ca
ated from the old definition, provides protection against
errors (false positive), yet it does not take in account typ
false negative). For these reasons, the detection limits
ented in this paper are more reliable and consistent wit
ctual statistical theories about detection limit and the re
uantities.

.3. Derivatization blank

The analysis of fatty acids is complicated because
re omnipresent in nature and are constituents of com
ial plastics, surfactants, and lubricants[35]. For this reason
everal researchers[36–39]have reported cumulative bla
ontributions of palmitic acid that can exceed the qua
f these compounds in the analyzed samples. In the pr
ase, this issue is critical due to the low concentration r
tudied. The effect of the C16 background contamination c
e determined by computing the response factor (RF) d

he calibration events (seeTable 5). FromTable 5, the RF
alues for the palmitic acid values increased with decre
n the concentrations of standards. This suggests a dra
mpact of contamination in the lowest concentration ra
owever, the concentration values for C16 in the derivati-
ation blanks were not relevant. The described calibra
rocedure is reliable when plastic products are avoided
ll the glassware used is cleaned.
A calibration procedure is provided for the quantitat
f long chain fatty acids in the trace concentration ra
ased on their solubility values in water. The efficiency
valuated by means of an in-depth study of precision, lin

ty, range, detection, and quantification limits. All of th
ere obtained from the calibration data, which passed a

equired statistical tests such as lack of fit, homoscedas
nd ruggedness. The critical value and the detection lim

he method were calculated using the MDL and the reg
ion approach, the latter one being more reliable and rigo
rom a statistical point of view. All these results were poss
ecause a careful selection of chromatographic param

ike on-column injection, matrix enhancement technique
ynamic mass calibration, was performed. The detection

ts for the analytes were C8, 87.6�g/l; C10, 45.2�g/l; C11,
9.9�g/l; C12, 37.7�g/l; C14, 41.4�g/l and C16, 40.6�g/l.

The ruggedness of the method was demonstrated by
aring the performance of two different stationary pha
hich yielded similar results.
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